Molecular Basis for the Electric Field Modulation of Cytochrome c Structure and Function
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Abstract: Cytochrome c (Cyt) is a small soluble heme protein with a hexacoordinated heme and functions as an electron shuttle in the mitochondria and in early events of apoptosis when released to the cytoplasm. Using molecular dynamics simulations, we show here that biologically relevant electric fields induce an increased mobility and structural distortion of key protein segments that leads to the detachment of the sixth axial ligand Met80 from the heme iron. This electric-field-induced conformational transition is energetically and entropically driven and leads to a pentacoordinated high spin heme that is characterized by a drastically lowered reduction potential as well as by an increased peroxidase activity. The simulations provide a detailed atomistic picture of the structural effects of the electric field on the structure of Cyt, which allows a sound interpretation of recent experimental results. The observed conformational change may modulate the electron transfer reactions of Cyt in the mitochondria and, furthermore, may constitute a switch from the redox function in the respiratory chain to the peroxidase function in the early events of apoptosis.

1. Introduction

Mechanisms of biological energy transduction and conversion, as well as many enzymatic processes, rely upon charge transfer reactions as key steps. Examples are light-driven water splitting in photosynthesis and oxidative phosphorylation in respiratory chains, where the energy provided by a downhill cascade of electron transfer (ET) events is utilized for proton translocation across a membrane. In both cases the electrochemical gradient sustained by this proton-coupled ET activity is utilized for driving ATP synthesis. The machinery consists of protein complexes that are an integral part of the membrane, while smaller molecules that can diffuse within the membrane or in the membrane—solution interface act as electron shuttles. This is the case for cytochrome c (Cyt), a soluble monomeric protein that transports electrons from complex III to the terminal enzyme cytochrome c oxidase (CcO) in the mitochondrial respiratory chain. A very unique aspect of this type of system is that the integral and peripherally bound redox proteins involved must stand relatively high local electric fields (EFs). Such fields arise from different ion concentrations at both sides of the membrane, the distribution of charged and uncharged lipid head groups, and the alignment of molecular dipoles of lipids and water molecules in the membrane—solvent interfaces. As a result, EF strengths at interfaces may approach values of up to 100 mV Å−1, which are likely to affect structures and processes of integrated and membrane-attached proteins. Although the action of electrical potentials has been identified as determinant for several biological processes, including nerve excitation, transport, and energy transduction, only for a few cases are the underlying EF-induced structural changes of the proteins involved well understood. In the specific case of respiratory
chains the possible effect of EFs is largely unexplored, although it has been noticed in early studies that relatively large transmembrane potentials may cause a substantial decrease of the enzymatic activity of CoO toward Cyt.\textsuperscript{15–17}

It is well established that the electrostatic interaction of the positively charged Cyt with negatively charged model systems, such as phospholipid vesicles,\textsuperscript{18,19} polyelectrolytes,\textsuperscript{20} or the binding domain of the natural reaction partner CoO,\textsuperscript{21} may promote the formation of the conformation state B2, in which the axial Met80 ligand is removed from the heme iron. At physiological pH, this coordination site may remain vacant (five-coordinated high spin, 5cHS) or may be occupied by a histidine residue.\textsuperscript{22,23} The disruption of the Fe-Met80 bond alters the properties of Cyt in a significant way. On the one hand, the B2 state has a reduction potential that is more than 300 mV lower than that of the native protein (state B1).\textsuperscript{24,25} On the other hand, the B2 state shows a substantial increase of its peroxidase activity by allowing the access of hydrogen peroxide to the heme iron.\textsuperscript{26,27} Thus, \textit{in vivo} the B1 $\rightarrow$ B2 transition would have profound physiological consequences since the B2 state cannot accept electrons from complex III but is capable of catalyzing the peroxidation of cardiolipin,\textsuperscript{27} the major charged lipid component of the inner mitochondrial membrane.\textsuperscript{28} The degradation of cardiolipin has been suggested to increase the permeability of the membrane, thus facilitating the transfer of radiation of cardiolipin has been suggested to increase the permeability of the membrane, thus facilitating the transfer for the apoptotic function (B2 state) depends on the local electric field, which in turn is modulated by the membrane potential.

In previous work, using surface-enhanced resonance Raman spectroscopy, we have investigated the structure of Cyt electrostatically bound to electrodes coated with anionic films.\textsuperscript{24}

(23) Note that the coordination of the heme iron in the conformational state B2, which is formed at neutral pH, differs with respect to the so-called states IV and V formed under alkaline conditions.\textsuperscript{22}
(25) The conformational state B1 refers to the electrostatically bound protein, which is spectroscopically and electrochemically undistinguishable from the native protein in solution, i.e., from the so-called state III.

Variation of the electrode potential and the charge density on the film surface shows that the equilibrium between the B1 and B2 states of the protein is shifted toward B2 upon raising the EF strength at the interface of the biomimetic devices. It has also been shown that the orientation of Cyt in electrostatic complexes can be controlled through the EF strength\textsuperscript{13,14,29,30} and that high fields are associated to a gain of peroxidase electrocatalytic activity, probably due to the formation of the B2 state.\textsuperscript{13,14}

On the basis of these observations, we investigated the influence of the EF on the dissociation energy of the Fe-Met80 bond in model porphyrins using density functional theory (DFT).\textsuperscript{31} In that case, i.e., for the isolated heme complex lacking the protein environment, no significant effect on the Fe–S bond stability was predicted for biologically meaningful EF strengths.

Here we present a molecular dynamics (MD) simulations study of Cyt, in the presence of moderate EFs. The results show that moderate EFs induce an increased mobility and structural distortion of protein segments that result in the formation of the state B2.

2. Computational Methods

2.1. System Setup. The initial structure of Cyt was obtained from the PDB entry 1HRC\textsuperscript{32} and corresponds to the crystallographic structure of the ferric protein. Missing hydrogens were added to the PDB structure using the tleap module of the Amber package.\textsuperscript{33,34}

For ionizable residues we assigned the standard protonation state at physiological pH, leading to a protein net charge of +8. To set up the system for molecular dynamics (MD) simulations the starting structure was immersed into a 10 Å truncated octahedral box of TIP3P water molecules, including eight chloride counterions. The final system contained the protein, 5102 water molecules, and 8 chloride ions leading to a total of 17,059 atoms. Three additional bonds between the protein chain residues and the heme were introduced: one between the proximal His18NE and the heme iron, (N-Fe), and one in each of the vinyl groups of the heme with the sulfur atoms of Cys14 and Cys17 (C-S), to simulate the c-type heme. Finally, for simulations of the native protein (state B1) an additional bond between the Met80 sulfur and the heme iron was introduced (Fe-Met80).

2.2. MD Simulation Parameters. All simulations were performed at 300 K and 1 bar, maintained with the Berendsen barostat.\textsuperscript{35} The SHAKE algorithm\textsuperscript{38} was used to keep bonds involving hydrogen atoms at their equilibrium length. A 2 fs time step...
step for the integration of Newton’s equations was used. The nonbonded cutoff radii were 12 Å. The AMBER99 force field parameters were used for all residues, except for the heme. The heme parameters were developed and thoroughly tested by our group in previous works. All simulations were performed with the PMEMD module of the AMBER9 package. Some modifications have been introduced to the PMEMD module to allow simulation of a uniform electric field and a Morse potential bond as described below.

An equilibration protocol was applied that consists in performing an energy minimization by optimizing the initial structure, followed by a slow heating to the desired temperature using a linear temperature ramp from 100 to 300 K during 80 ps at constant volume and a subsequent pressure stabilization run at 300 K and 1 bar during 100 ps. Position frames, which were used for analyzing trajectories, were collected at 2 ps intervals. Production MD simulations consisted of four 50 ns simulations: (i) without applied EF and with the structure constrained to the B1 state by the introduction of the Fe-Met80 bond (B1); (ii) without applied EF and without the Fe-Met80 bond (B2); (iii) B1 state with an applied EF (B1EF); and (iv) B2 state with an applied EF (B2EF).

2.3. Application of a Homogeneous Electric Field. The force vector $\vec{F}$ generated by the application of a uniform external electric field $E_F$ on the $i^{th}$ atom with partial charge $q_i$ was calculated as

$$\vec{F}_i = q_i \vec{E}_F$$ (1)

The energy $U$ associated with the interaction of the applied field with all of the atoms of the system is calculated as

$$U = -\sum_{i=1}^{n} q_i \vec{r}_i \cdot \vec{E}_F = -\vec{d} \cdot \vec{E}_F$$ (2)

where $\vec{r}_i$ is the position vector of atom $i$, $\vec{d}$ is the electric dipolar moment, and $n$ is the total number of atoms. Unless stated otherwise, all calculations were performed with an applied electric field strength of 25 mV Å$^{-1}$, which is about one-fourth of the strength estimated for a fully saturated phosphatidylcholine membrane model. The field vector was chosen to be parallel to the total dipole of the initial protein structure.

2.4. Free Energy Profiles of the Fe-Met80 Bond Dissociation with and without Electric Field. To obtain thermodynamic information of the Fe-Met80 dissociation process, free energy profiles were computed. The profiles were constructed by performing constant velocity multiple steered molecular dynamics (MSMD) simulations and using Jarzynski’s equality, which relates equilibrium free energy ($\Delta G$) values with the irreversible work performed over the system, which proceeds along a reaction coordinate from reactants to products, according to

$$e^{\Delta G(i)/k_BT} = \left( e^{W(i)/k_BT} \right)^n$$ (3)

where $W(i)$ is the external work performed on the system as it evolves from the initial to the final state along the reaction coordinate ($\xi$), computed by integrating the force acting on the steering potential along $\xi$. The steering potential $E(\xi)$ is a harmonic well that moves with constant velocity ($v$) along the reaction coordinate, so

$$E(\xi) = k[\xi - (\xi_0 + v\Delta t)]^2$$ (4)

The reaction coordinate was chosen as the Fe(heme)–S(Met80) distance. Calculations were performed using a force constant of 400 kcal mol$^{-1}$ Å$^{-2}$ and a pushing velocity of 3 Å ns$^{-1}$, with and without applied electric field. A set of 20 MSMD simulations were performed in the association direction. The starting structures for each MSMD simulations were taken randomly from the frames of the previous MD runs. Two different free energy profiles were constructed, with and without applied electric field (25 mV Å$^{-1}$).

Since the coordination transition involves the formation/breaking of a bond, a process that is not allowed in the standard MD force field, we introduced a Morse potential to describe the bond potential ($V$):

$$V = D(1 - e^{-a(r-r_0)^2})^2$$ (5)

The parameters used here correspond to the equilibrium distance $r_0$ (2.362 Å), the dissociation energy constant $D$ (13.84 kcal mol$^{-1}$), and the width parameter of the potential $a$ (1.77 Å$^{-1}$), which is related to the force constant of the bond ($k$) by

$$a = \sqrt{\frac{k}{2D}}$$ (6)

This parametrization was performed using DFT based QM calculations with the SIESTA code as described previously, using Fe$^{ll}$-porphyrin, dimethylthiol, and 5-methylimidazole as models for the heme, methionine, and histidine, respectively. The ground spin state of all species was determined by calculating the energies of the low, intermediate, and high spin states. The $D$ parameter was determined as the dissociation energy of the dimethylthiol from the iron, and the $a$ parameter was determined by fitting the Morse potential to the energy of structures obtained by moving the S–Fe distance near the equilibrium distance.

2.5. Origin-Independent Electric Dipole Moment. The origin-independent electric dipole moment $\vec{p}$ is computed for a set of $n$ atoms with partial charges $q_i$ and positions $-r_i$ as

$$\vec{p} = \sum_{i=1}^{n} (q_i - q_0) \vec{r}_i = -\sum_{i=1}^{n} Q_i \vec{r}_i$$ (7)

where $q_0 = 1/n \sum q_i$, $\vec{d} = \sum q_i \vec{r}_i$, $Q = nq_0$, and $r_0 = 1/n \sum r_i$. The dipole moment defined as usual for neutral systems, $Q$ is the total charge of the protein, and $\vec{r}_0$ is the position vector of the geometric center of the $n$ of atoms. Subtraction of $q_0$, the monopole component, makes the result independent of the choice of the origin whatever the charge of the system is.

2.6. Origin-Independent Electric Field Energy ($\Delta E_{\text{FF}}$). The expression to calculate the energy of the protein under the influence of the applied uniform electric field is described in eq 2. As the protein is a charged particle, the energy depends on the position of the protein with respect to the origin. To have an electric field energy independent of the origin position, we define $\Delta E_{\text{FF}}$ as

$$\Delta E_{\text{FF}} = U + Q \vec{r}_0 \cdot \vec{E}_F = -\vec{p} \cdot \vec{E}_F$$ (8)

where all parameters are the same as defined in eqs 2 and 7. $\Delta E_{\text{FF}}$ is the electric field energy minus the electrostatic energy component given by the monopole under the constant electric field.
2.7. Calculation of Thermodynamic Parameters. Thermodynamic parameters were calculated using the MM-PBSA approach as implemented in the AMBER9 package. It combines the molecular mechanical energies with a continuum solvent approach. Molecular mechanical energies are determined with the SANDER program and represent the internal energy terms (bond, angle, and dihedral) and van der Waals and electrostatic interactions energies terms. An infinite cutoff for all interactions is used. The electrostatic contribution to the solvation free energy is calculated with a numerical solver for the Poisson–Boltzmann (PB) method or by generalized Born (GB) methods implemented in SANDER.\(^{(45)}\)\(^{(46)}\)

Conformational entropy calculations were performed by diagonalization of the mass weighted Cartesian covariance matrix, using the Schlliter\(^{(45)}\) and the Andricioaei-Karplus\(^{(46)}\) methods. Since the finalization of the mass weighted Cartesian covariance matrix, using (GB) methods implemented in for the Poisson-Boltzmann (PB) method or by generalized Born (GB) methods implemented in SANDER.\(^{(45)}\)\(^{(46)}\)

$$S(t) = S_\infty - \frac{\alpha}{(t - t_0)^{2/3}} \quad (9)$$

where $S_\infty$ corresponds to the entropy when time approaches infinity, and $\alpha$ and $t_0$ are independent parameters. This procedure has been previously described by Harris et al.\(^{(47)}\) For the calculations, we considered the backbone atoms of residues 3 to 102.

3. Results

3.1. Structure and Dynamics of the Native Cytochrome c.

The structural dynamics of native Cyt (state B1) was analyzed by performing 50 ns long MD simulations using the crystallographic structure of the ferric protein as starting point. As shown in Figure 1, the root-mean-square distance (RMSd) of the backbone atoms remains largely constant along the simulation with deviations of ca. 2.2 Å with respect to the reference crystallographic structure. Maxima deviations are observed at 24 and 45 ns, where the RMSd values rise to about 2.4 Å due to slight movements of the less ordered loops. The RMSd between the crystal structure and the B1 average structure of the 50 ns simulation is 2.04 Å in the absence of an external electric field (see Table 1).

In the presence of a homogeneous electric field of 25 mV Å\(^{-1}\) applied parallel to the dipole moment, Cyt exhibits a distorted and more flexible structure (B1EF), with an oscillating RMSd that can reach values close to 3.5 Å and an average value of 2.35 Å (Figure 1, Table 1).

Computation of the RMSd values for the B1 and B1EF using the average structures of the last 46 ns of the simulations as a reference show that both ensembles are stable (Supporting Information, Figure SI1 and Table 1).

The structural fluctuations of the native protein are largely restricted to certain segments, as observed upon computation of the root-mean-square fluctuations (RMSf) for the individual residues, which are indicative of the mobility of the protein structure (Figure 2, lower panel). On the basis of this analysis, contiguous secondary structure elements can be grouped into greater segments and classified as flexible (F) or rigid (R) as shown in Table 2. Note that both the N- and C-terminus helices (H1 and H4, respectively) are included in rigid segments. In general terms, the rigid segments include the more stable secondary structure elements, such as long helices (more than 7 residues) and long hydrogen-bonded turns (more than 5 residues). In contrast, the flexible segments are comprised by loops (coils), short helices, short sheets, and turns.

Upon application of a homogeneous electric field the RMSf value increases for all Cyt residues, but significant changes are observed only for the flexible segments. This mobility increase is accompanied by structural changes of the protein, which becomes evident in Figure 2 (upper panel), where the $N$-carbon distance between the B1 and B1EF average structures is plotted as a function of the residue number.

Note that the crucial residue for the B1 $\rightarrow$ B2 structural transition, Met80, is included in one of the flexible segment (F4). The EF-induced motion of this particular residue appears overdamped by the fact that these MD simulations do not contemplate a possible break down of the Fe-Met80 bond.
Although, the magnitude of the structural changes observed for the F4 segment suggests that electric fields of moderate intensity might be able to induce the transition.

### 3.2. Structure and Dynamics of the Five-Coordinated Cytochrome c

To assess the structural flexibility of the five-coordinated Cyt, 50 ns long MD simulations were performed starting from the crystallographic structure of ferric Cyt and removing the Fe-Met80 bond from the force field. Thus, the structure may be considered as a “precursor” for the formation of state B2 since the stable B2 state differs from the native B1 state by major alterations of the tertiary structure.18,22 We will, therefore, refer to this structural model as the B2* state. As shown in Figure 3, the RMSd of the B2* state with respect to the crystal structure evolves in time with amplitude variations larger than the native state B1, although the B2* state average structure deviates only 1.83 Å from the crystal, i.e., very similar to B1 (Table 1). Furthermore, the flexible segments of the B2* state are the same as defined for the B1 state in the previous section, and differences of RMSF values of the individual residues for the B1 and B2* states are also relatively small (compare Figures 2 and 3).

The average structures of the B1 and B2* states are representative of their conformational ensemble as inferred from the corresponding RMSd vs time plots using the average structures as references (Figures SI1 and SI2 in Supporting Information). Computation of the α-carbon distances between the average B1 and B2* structures as a function of the residue number shows that the structural differences are relatively small and mainly refer to the helix H2, the loops C5 and C7, and the turn T5 (Figure 4).

Interestingly, a comparison of Figures 2 and 4 indicates that external electric fields have a stronger impact on the structure of the native protein than dissociation of the Met80 axial ligand.

As for the case of the B1 state, application of a homogeneous electric field to B2* causes distortions of the protein structure (Figure 3). The EF-induced structural changes of state B2* are located in the same secondary structure elements as for the B1 state, i.e., the flexible segments, although for B2* the effect is more pronounced. The most significant changes refer to the segment F3, with the H2 helical structure being almost completely lost.

The magnitude of the electric field effect can be better appreciated by computing the α-carbon distances between average structures as a function of the residue number. As shown in Figure 5, the B2EF* structure is significantly distorted with respect to both the B2* and the B1EF states. The structural differences between the B1EF and B2EF* states, which correspond to the rupture of the Fe-Met80 bond in the presence of an electric field, are mainly located in the F2, F3, and F4 segments. In the latter case, the loop C7, which contains Met80, experiences the largest distortions.

A more detailed analysis shows that in the B2* state the sulfur atom of Met80 remains at about 3 Å away from the heme iron, i.e., at a 0.7 Å longer distance than in the bound state, during the first 10 ns of the simulation, and after that, the distance fluctuates in abrupt jumps between 3.5 and 5 Å (Figure 6, upper panel). This variation is exclusively caused by free rotation of the dihedral angle CA–CB–CG–SD of the Met80 residue (Figure SI3 in Supporting Information). In contrast, upon application of an electric field, the sulfur atom immediately moves away from the iron to about 6–8 Å, i.e., more than

<table>
<thead>
<tr>
<th>Table 2. Secondary Structure Elements Description of Crystal Structure of Cyt Segments</th>
</tr>
</thead>
<tbody>
<tr>
<td>residues</td>
</tr>
<tr>
<td>1–4</td>
</tr>
<tr>
<td>5–14</td>
</tr>
<tr>
<td>15–18</td>
</tr>
<tr>
<td>19–20</td>
</tr>
<tr>
<td>21–24</td>
</tr>
<tr>
<td>25</td>
</tr>
<tr>
<td>26–29</td>
</tr>
<tr>
<td>30–31</td>
</tr>
<tr>
<td>32–37</td>
</tr>
<tr>
<td>38–39</td>
</tr>
<tr>
<td>40–46</td>
</tr>
<tr>
<td>47–49</td>
</tr>
<tr>
<td>50–54</td>
</tr>
<tr>
<td>55–57</td>
</tr>
<tr>
<td>58–59</td>
</tr>
<tr>
<td>60</td>
</tr>
<tr>
<td>61–68</td>
</tr>
<tr>
<td>69–78</td>
</tr>
<tr>
<td>79–87</td>
</tr>
<tr>
<td>88–102</td>
</tr>
<tr>
<td>103–104</td>
</tr>
<tr>
<td>105</td>
</tr>
</tbody>
</table>

*Grouped secondary structure elements classified as flexible (F) and rigid (R) segments.
attributable to a simple rotation of the dihedral angle, where it remains for about 20 ns. For the rest of the simulation time the distance presents large fluctuations, but on average the distances remain larger than in the absence of the electric field. The effect is presented in Figure 6 (lower panel) in terms of density populations as a function of Fe-Met80 distances for the B2* and B2EF* states. It is clear that the electric field pushes the unbound Met80 away from the metal center.

The results discussed above demonstrate that EF strengths of 25 mV Å⁻¹ are sufficient to induce significant changes in the structure and mobility of the protein. The effect is primarily ascribed to the alignment and polarization of structural elements of the protein and can be analyzed by computing the origin-independent dipole moment modules (|p|) for the different segments and the angle cosines (cos θ) between the dipole vectors of the segments and of the whole protein (Table 3). It should be noted that in the presence of the EF the protein dipole is aligned with the EF vector, and therefore, the cos θ values quantify the alignment of the segment dipoles with the EF.

The first interesting finding derived from Table 3 is that in the presence of the EF the dipole moment of Cyt, both for the B1 and B2* states, increases by a factor of ca. 3, indicating a strong polarization. For each individual segment the effect of the EF depends on its orientation and possibilities of rotation. Rigid segments in general are not significantly polarized by the EF, although they can reorient as a result of deformations of the neighboring flexible segment. For segments such as R1 and R3, which cannot rotate and whose dipoles are oriented antiparallel to the protein dipole, the field reduces their dipole modules. In contrast, dipoles of mobile fragments should be aligned and reinforced by the EF. This is the case for most flexible segments, except for the terminal coils. One of the larger effects is observed for the flexible segment F2, which contains the axial ligand Met80. In the B1 state, application of an EF causes a very good alignment of the segment dipole and an increase of its module by ca. 76% (see also Table SI1 in Supporting Information). The effect is even more pronounced for the B2* state, suggesting that this segment plays a crucial role in the formation and stabilization of the B2* state (Table SI3 in Supporting Information). The positively charged segments R4 and F4 are displaced in the direction of the EF, while the negatively charged segments R3 and F5 move in the opposite direction along with the heme group, which is also negative. The result of this movement is a slight separation of Met80 from the heme.

3.3. Thermodynamics of the B1 → B2* Transition. The free energy profiles for the B1 → B2* transition were calculated using MSMD, as described in Methods, using the Fe-Met80 distance as reaction coordinate. As shown in Figure 7, the presence of the EF stabilizes the B2* form by ca. 5 kcal mol⁻¹. Moreover, the barrier for bond breaking is reduced by ca. 4 kcal mol⁻¹ (from 11.3 to 7.8 kcal mol⁻¹), while the barrier for
the opposite reaction increases by 1 kcal mol$^{-1}$ (from 1.6 to 2.6 kcal mol$^{-1}$), thereby shifting the equilibrium toward the B2* state.

It should be noted that the minimum for the B2EF* state appears at a Fe-Met80 distance of 6.08 Å compared to 4.67 Å for the B2* state, in agreement with the results from Figure 6. In addition, we observe that the width of the well for the dissociated state is significantly broader in the presence of the EF, in agreement with the larger mobility predicted for B2EF from Figures 3 and 5.

To obtain a more detailed thermodynamic description of the reaction, we computed several parameters using the equilibrium simulations. These include the potential energy change in gas phase ($\Delta E_{\text{gas}}$) and the solvation free energy change ($\Delta G_{\text{SV}}$). The sum of these two terms ($\Delta G_{P}$) represents an estimate of the free energy change between the corresponding states that does not include either the EF energy or the entropic contribution from the protein. Additional calculations refer to the EF energy of the protein ($\Delta E_{\text{EF}}$) given by the scalar product the origin-independent dipole ($\vec{p}$) and EF vectors, and the total estimated free energy change, without the entropic contribution of the protein ($\Delta G_{T} = \Delta G_{P} + \Delta E_{\text{EF}}$). The results are summarized in Table 4. In gas phase the B1 $\leftrightarrow$ B2* transition is energetically disfavored both in the absence and in the presence of an applied EF. This result is consistent with the loss of native interactions as a consequence of the dissociation process.

Transitions involving the passage from a state without EF to a state with EF are even more disfavored as a result of the protein deformation introduced by the EF, as it implies an important loss of internal interactions. Solvation partially compensates the energetic cost of destabilizing internal interactions, as can be inferred from the $\Delta G_{P}$ values obtained for all the possible transitions. Additional stabilization is gained by the alignment of the protein dipole with the EF vector ($\Delta E_{\text{EF}}$). Taking into account all these effects ($\Delta G_{T}$), the calculations predict an energetically favored B1 $\rightarrow$ B2* transition only when the process occurs in the presence of a moderate EF.

Free energy profiles obtained by MSMD (Figure 7) and thermodynamic parameters obtained from equilibrium computations (Table 4) cannot be directly compared. However, both types of calculations yield the same qualitative picture, which is also consistent with the results from the MD simulations, i.e., the B1 $\rightarrow$ B2* transition is favored in the presence of an EF.
bond breaking is compensated by the stabilizing effect of the dissociation of the Fe-Met bond. The energetic cost of EF to the native Cyt (B1) favors energetically and entropically.

Transitions in Cyt energy (\(\Delta G\)) were calculated using two independent methods developed by a PB method (\(\Delta G_{\text{SV}}\)) and B2EF* (red) structures. Without (black) and with EF (red). Lower panel: dissociated states, B2* (blue) and B2EF* (red) structures.

**Figure 7.**

**Table 4. Changes in Thermodynamic Parameters for Possible Transitions in Cyt**

<table>
<thead>
<tr>
<th>transition</th>
<th>(\Delta E_{\text{gas}})</th>
<th>(\Delta G_{\text{gas}})</th>
<th>(\Delta G)</th>
<th>(\Delta E)</th>
<th>(-T\Delta S)</th>
<th>(-T\Delta S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1 (\rightarrow) B2</td>
<td>66.3</td>
<td>-34.5</td>
<td>31.9</td>
<td>0</td>
<td>31.9</td>
<td>-46.7</td>
</tr>
<tr>
<td>B1EF (\rightarrow) B2EF</td>
<td>58.9</td>
<td>-57.1</td>
<td>1.8</td>
<td>-5.6</td>
<td>-3.8</td>
<td>-43.9</td>
</tr>
<tr>
<td>B1 (\rightarrow) B1EF</td>
<td>613.8</td>
<td>-337.7</td>
<td>76.1</td>
<td>-82.8</td>
<td>-6.7</td>
<td>-57.2</td>
</tr>
<tr>
<td>B2 (\rightarrow) B2EF</td>
<td>606.4</td>
<td>-560.4</td>
<td>46.0</td>
<td>-88.4</td>
<td>-42.4</td>
<td>-54.4</td>
</tr>
<tr>
<td>B1 (\rightarrow) B2EF</td>
<td>672.7</td>
<td>-594.9</td>
<td>77.9</td>
<td>-88.4</td>
<td>-10.5</td>
<td>-101.1</td>
</tr>
</tbody>
</table>

**ARTICLES**

**Discussion**

The primary effect of applying an electric field along the z axis of modulus \(F\) to a chemically reacting system is an alteration of the energy change associated with the reaction (\(\Delta \Delta E^F\)), which is mainly determined by the dipole moment change (\(\Delta \mu^F\)) and the polarizability change (\(\Delta \alpha\)) of the reaction in the direction of the electric field vector:

\[
\Delta \Delta E^F \approx -\Delta \mu_c^F - \frac{1}{2} \Delta \alpha \cdot F^2
\]  

The polarizability change, in turn, has an electronic and a nuclear contribution. For small and rigid molecules the first component dominates. This is, for example, the case of isolated iron porphyrins that have been used as models of the redox center of Cyt. The results from these previous studies demonstrate that the effect of an external EF on the stability of the Fe-Met bond is only marginal at biologically relevant field strengths and, therefore, cannot be the explanation for the B1 \(\rightarrow\) B2 transition experimentally observed for Cyt.

On the other hand, for proteins containing charged residues and flexible side chains, nuclear polarizability may become the main source of response to an applied field. As shown in the present work, this is the case with Cyt. Application of an external EF to native (B1) Cyt produces a distortion and an increase of the mobility of the flexible segments of the protein that favor the formation of the state B2*. The energetic cost of partial unfolding that implies the loss of intraprotein native interactions is compensated by the alignment of the dipole vectors with the applied EF as well as by the entropy rise associated with the larger protein flexibility that is observed in the presence of the EF. Our results specifically indicate that the EF-induced loss of structure of the omega loop C7, which contains the native axial ligand Met80 and is part of the flexible segment F4, is crucial for the induction of the B1 \(\rightarrow\) B2* transition. Note that the EF strength chosen for the present study, 25 mV Å\(^{-1}\), has the magnitude expected for a membrane interface but is ca. 1 order of magnitude smaller than the values determined at the active site for the native protein in solution.

In previous experimental studies of ferric Cyt bound to negatively charged surfaces such as coated electrodes, phospholipid vesicles, or micelles, the structure and formation kinetics of the B2 state has been studied by various techniques. These studies have revealed that the amount of state B2 in equilibrium with the native form B1 increases with the strength of the applied electric field, in agreement with the present calculations. Moreover, the alteration of the heme ligation is accompanied by a structural perturbation of the heme pocket and distinct changes of the tertiary structure, whereas the secondary structure remains largely unchanged compared to the native form. Resonance Raman investigations showed that, depending on the specific conditions, the 5cHS form can be in equilibrium with a six-coordinated low spin (6cLS) species, for

which His26 (or His33) has been suggested as the sixth axial ligand on the basis of indirect evidence.\textsuperscript{51} The calculations in the present work refer to a Cyt species with the Met80 ligand already removed from the heme iron but with a starting protein structure yet similar to the native state. In this sense, it may be considered as a precursor B2\textsuperscript{\textast} of the experimentally characterized B2 state. It is, therefore, interesting to note that the predicted EF-induced destabilization on the nanosecond time scale specifically includes the segment F2, which as inferred from the experimental data must undergo a substantial displacement during formation of the 6cLS-B2 form.\textsuperscript{22,47}

The so-called alkaline transition also involves the rupture of the Fe-Met80 bond\textsuperscript{52} and is favored under mild denaturing conditions,\textsuperscript{53} most likely because of destabilization of the flexible loop F4. Recent NMR studies have shown that nitration of the exposed Tyr74 of Cyt, which has been identified as relevant in oxidative stress and apoptosis, promotes the B1 \rightarrow B2 transition.\textsuperscript{12} The results were ascribed to the destabilizing steric effect of the nitro group on the mobile C7 omega loop and is probably further destabilized in the presence of an EF. Thus, it appears that the structural lability of the C7 omega loop facilitates the detachment of the Met80 ligand under a variety of conditions, including those that are relevant in living cellular systems such as high electric fields or chemical modifications by NO. The reason why the structural lability of Cyt that leads to the formation of the state B2 has been preserved during evolution is probably related to the specific biological functions of the states B1 and B2.

The electron carrier function can only be exerted in state B1 and thus in the low EF regime beyond the level that induces the state B2. In contrast to state B2, state B1 exhibits a redox potential that allows both the reduction by complex III and the oxidation of CcO. Low EF strengths also ensure a rapid interprotein electron transfer, whereas with increasing field strengths, the ferric Cyt is converted to the B2 state which, due to its negative redox potential, blocks the reduction of the heme. If this transition occurs within the Cyt/CcO complex subsequent to the interprotein electron transfer, it would prevent possible unproductive back electron transfer to Cyt. Such a mechanism has been previously suggested to support the unidirectionality of the electron flow.\textsuperscript{24,54} However, the main effect of B2 formation would be that the electron transfer from complex III to CcO is interrupted.

The variation of the EF strength between values that are or are not sufficient for inducing the B2 formation may be related to changes of the transmembrane potential. Such changes might result from fluctuations of the proton gradients built up and consumed in the respiratory chain. Thus, it has been suggested that the EF-induced formation of B2 may constitute a feedback regulatory mechanism to avoid unproductive oxygen consumption.\textsuperscript{24,54}

Formation of the B2 state is also associated with the gain of a quite different function, as inferred from recent studies using the M80A mutant of Cyt as a model system for the state B2\textsuperscript{26} and other biomimetic systems.\textsuperscript{13,14} Detachment of the axial ligand Met80 results in an increased peroxidase activity of Cyt, which is involved in oxidative sensing and signaling of apoptosis via cardiolipin oxidation and conducts to Cyt release from the mitochondria to the cytoplasm and nucleus, where activation of caspases and other yet unknown functions are promoted.\textsuperscript{26}

In summary, Cyt exerts at least two qualitatively different physiological functions related to life and death of cells. In both cases crucial processes occur at the level of membrane interfaces under the influence of variable EFs, which as shown here have the potential to control Cyt structure and function.

**Conclusions**

Molecular dynamics simulations show that electric fields of 25 mV Å\textsuperscript{−1}, i.e., one-fourth of the upper values found at membrane interfaces, induce an increased mobility and structural distortion of key protein segments of Cyt, leading to the dissociation of the sixth axial ligand Met80 from the heme. The resulting five-coordinated high spin species is characterized by a drastically lowered reduction potential and by an increased peroxidase activity. On the basis of these results it is proposed that the variable transmembrane potential may modulate the structure of Cyt, thus constituting a switch from its redox function in the respiratory chain to peroxidase function in the early events of apoptosis.
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